Computing Inner-Shell Spectra
Energies typically in the range a few hundred eV (soft
X-ray) or keV (hard x-ray)

Core-1onized or excited states embedded in the
continuum (not the lowest ionized states...)

Core-levels spatially and energetically well separated

Resolution typically not superhigh (tenths of eV to
meV)

Relaxation effects large (O 1s* in water ~20 eV)
Challenge for ground state approach

Dynamical correlation ”simple” — mainly in ground
state

Relativistic effects affect energy scale (O 1s* ~0.3 eV)
Many states needed
Continuum treatment
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Il. THEORY

For the theoretical description of spectroscopic pro-
cesses, quantum chemistry commonly employs a semi-
classical theory. In this framework, the molecules are de-
scribed with (nonrelativistic) quantum-mechanics, whereas
the electromagnetic radiation is treated classically (for a dis-
cussion, see also Ref. 60). This theoretical framework is
also appropriate for absorption and emission processes in
K-ray spectroscopy. Here, we will focus on the case of ab-
sorption, but the results can be transferred to other types of
experiments.

A. Electromagnetic radiation

Within the Coulomb gauge (i.e., if one chooses the vec-
tor potential such that V - A = 0), a monochromatic, linearly
polarized electromagnetic wave is defined by the scalar and
vector potentials,®=3

¢(r, 1) =0, (1

Alr,.ny = —AgEcoslk - r — wr), (2)

where the wave vector k points in the direction of propagation
and its magnitude is related to the wavelength by A = 27/k,
where k& = |k|. The angular frequency e is @ = 27v with
the frequency v, and frequency and wavelength are related
by ¢ = Av = w/k, where ¢ is the speed of light. Finally, the
polarization vector £ is a real unit vector that is perpendicular
to the direction of propagation (i.e., &£ -k = 0).

R —

From these scalar and vector potentials, one obtains for
the electric and magnetic fields,

E(r.i)= - Vor,6)— %aAg’ 0

= Agk Esin(k - r — wr),

3)
Bir.h) =V < Alr, 1) = Aotk x E)sinlk - ¥ —w). (4

Here and in the following, we are using the Gaussian sys-
tem of units. The electric and magnetic fields are perpendic-
ular to each other and to the direction of propagation and
are oscillating with angular frequency o and the wavelength
A. The amplitudes of the electric and magnetic fields are
Fo =By = Aok

The intensity f{w) of the electromagnetic radiation is de-
fined as the energy flux per area through a surface perpendic-
ular to the propagation direction. It can be calculated from the
Poynting vector,®!

S=J(E«B), (5
4

by taking the absolute value and averaging over one period of
the oscillations,

Z A2 (6

87

1jv 1 2
I(w):f S]dr = — =42 =
0 C B
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B. Molecules in an electromagnetic field

In the absence of an extermnal electromagnetic field, a
molecular system within the Born—Oppenheimer approxima-
tion is described by the nonrelativistic Hamiltonian

N o .2

i P
Hy = Zl s V@, ™
where the momentum operator is given by p = —iAV, m, and
e are the mass and the charge of the electron, respectively,
and the potential energy V(ry, ... , ry) contains the electron-

nuclei attraction as well as the electron—electron repulsion.
Here and in the following, the index 7 is used to label the
electrons.

An external vector potential can be included in this
Hamiltonian via®-5*

SR

ZB(rl,t) S+ V... .rx)

2me

2

2
pi e N &
= _ A f’t . . —_—
Zi: |:2m,3 myc (re. 0} bt 2m 02

é

A(rs, r)}

ZB(rl,t) S+ Virn,...,ra), (8)

2mEE

where g is the electron g-factor. In the second line we used
that in the Coulomb gauge, p, - A = A - p,. After neglecting
the term that is quadratic in A, which is justified for weak
electromagnetic fields, this can be expressed as

o=+ U, )
where the time-dependent perturbation is given by
P e - ge 5
Uity =— LB P — —— Bir;,0)-§
0= a2 ) By zmeci (ri ) §;
A
_ 2o [cos(k.r,- — W P
m.c
— %sm(k r— i)k < E)- si| (10)

Here, we inserted the vector potential and the magnetic field
of an electromagnetic wave given in Eqs. (2) and (4). Using
sin{x) = %[exp(ix) — exp(—ix)], this can be expressed in the
form

U = U exp(—iewr) + U explion, (11)
with the time-independent perturbation operator,

[j’: EAO

> [expﬁk r)E - p))

2m.c

+i%exp(ik k% E)- si| (12)

With this form of the perturbation, we can apply Fermi’s
golden rule to obtain the transition rate (i.e., the rate of change

in the probability ot finding the molecule in the rnth excited
State)62, 63, a5

2 . s
Fon(w) = —HOIU\H)I 8w — won)

AL
= % 2\ Tonl” 8(e> — ann), (13)

where we introduced the transition moments

£ . P
Ty — - Zi:(0| exp(ik - ri) (p;- &)

+i% exp(ik - r,) (k x £)-§, |n). (14)

Here, |0} and |n} are the eigenfunctions of the time-
independent Hamiltonian H, with Holn) = E,|n}, and transi-
tions only occur if the frequency of the perturbation matches
the energy differences between eigenstates of the unperturbed
molecule, i.e., for @ = wy, = (E, — Ep)/f.

Now, Bqg. (6) can be used to eliminate A% from the equa-
tion for the transition rate to arrive at

Fon (@) = ITOn\ H{w) 8w — o). (15)

cﬁaﬂ

The absorption cross section, describing the rate of energy
transfer from the electromagnetic radiation to the molecule,
is defined as

/ INE) A 4m2H
Oy =

do = T, 12, 16
o) @ CEOH‘On‘ (16)



where Ey, = E, — Ep. Finally, one usually introduces the di-
mensionless oscillator strengths,
M.C 2, 5
fOn 27:2327% On eonﬂ | On‘ ( )
These are defined as transition rates relative to a harmonic
oscillator model,®*% which fixes the prefactor connecting the
absorption cross section and the oscillator strengths.

C. Multipole expansion

Calculating the oscillator strengths via the matrix ele-
ments of Eq. (14) would in principle be possible, but is cum-
bersome and in general not feasible. The required integrals are
difficult to compute analytically (for a possible approach, see
Ref. 66), and because of its dependence on the wave vector
k, the operator in Ty, is different for each excitation. There-
fore, one usually performs a multipole expansion. The starting
point for this expansion is a development of the exponential
in a Taylor series,

eXp(ik'rf):1+i(k~rf)—%(k'rf)2+~~. (18)

This is substituted into Eq. (14} and, subsequently, one col-
lects the terms of different orders in the wave vector k, i.e.,

Tow =T+ T+ 12 (19)

In the following, we will consider terms up to second order in
k. Here, |k| = 277 /) acts as the expansion parameter, and we
note that for larger wavelengths A, the convergence of the Tay-
lor expansion will be faster. For typical molecules and wave-
lengths in the ultraviolet or visible range, the wavelength is
large compared to the molecular size, and it is sufficient to
include only the first (zeroth-order) term in this expansion.
This corresponds to assuming that the oscillating electric field
is constant over the whole molecule. However, for the short
wavelengths used in hard X-ray spectroscopy this approxi-
mation is not adequate and higher-order terms need to be

included. [Note: XAS through hard x-ray Raman
in dipole limit for low a-transfer

1. Zeroth order: Electric-dipole moment

In zeroth order in the wave vector k, we have

e ~ ~
Iy = — 3 (0p; Eln) = £ O1@Fn),  (20)

where we have introduced the electric-dipole moment opera-
tor in the velocity representation

= Z 21)

Rv ngine the relation Y

171
[rzﬁza HO] _Pm, (Al)

Next, we employ that the matrix elements of the commu-
tator of an operator A and H, are given by

(O[A, Holln) = (0|AHy —HyAln) =E,(0|A|n)— Eo(0|A|n)
= Eo,{0|An). (A4)

Here, it is important to point out that this relation is only valid
for the exact eigenfunctions of Hy and that it only holds ap-
proximately for approximate wavefunctions.

Now, we can use these results to obtain

(O] proln) = %w\m,m, Bylln} = —iEo = = Olraln) (AS)

and get for the electric-dipole transition moments

[ ~ -EO?'L
(012 |n) :Zgwm,a\m:—l ;- eZ<0\rf,a\n>
EOn
= — i (0]t |n). (Ab)

Thus, for the zeroth-order contribution, we arrive at

Eon
Iy =Ty = =€ - (0 ). o4)



Basic Methods for X-ray Spectra

STATIC EXCHANGE APPROXIMATION(STEX) - single channel,
single up excitations

TAMM-DANCOFF APPROXIMATION (TDA) - multichannel,
single up excitations

RANDOM PHASE APPROXIMATION - multi channel, single up and
down excitations

STEX h{p}: TDA {hp}: RPA {hp}+{ph}: SOPPA {hhpp}+
{pphh}

TRANSITION POTENTIAL and EQUIVALENT CORE models are important
approximations of STEX

STATE SPECIFIC - CI, MCSCF, CCSD...
RESPONSE THEORY

TDDFT
BETHE-SALPETER



X-ray Polarization Propagator

* The cross section for linear absorption of
radiation by a randomly oriented molecule
sample is

() f%“’lma(m)

‘0 denotes the trace of the complex electric
dipole polarizability tensor.

(O] fig |n) 1 10) O (17 [y (n| 1z [0)
(@) = - Z{ |H| '<|H|.+<|H|.<|H|.}

'...-.-' - ?-".:"I.ﬂ_ '-"-:I[:ln _I_ "-"--':I _I_ ?ﬁl:‘n_
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Formalism independent of QC wave function — calibrate for CC2, CCSD, DFT

124311-10  Fransson et al.

CPP-CC2: -3.57 eV
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FIG. 1. Molecular structure of (a) ethene, (b) vinylfluoride, (c) 1,1-
diflucroethene, (d) cis-1,2-difluoroethene, (e) trifluoroethene, (f) tetrafluo-
roethene, and (g) acetone. Bond lengths are given in



Slater Transition State

View the excitation as going
i continuously from GS occupation
¥i(1,0) v(0,1) to one electron excited

Focus on orbitals that change occupation
Energy E=E(p(r))

p(r) = Z; nyo;(r)|°



Slater Transition State

1
Optimize orbitals at midpoint (n;=n.=1/2)
n;
¥,(1,0) w(01) Reach GS and excited state by Taylor
expansion
Ground state: 10E 10E 1(1)\(8’E . 0°E O%E
E(n, +1/2,n, -1/2) = E(ni,nf)+§aT—§aT+§(§) (azn _28n PN J+O(83)
i f - i i f f
Excited state: 10E 16E 1(1)\(0E ., 0*E  O°E
E(ni—1/2,nf +1/2):E(ni,nf)—58—+§a—+5(§j (82 —28 8 +82 J‘FO(G?’)
n, n; ! n, n.on. n;

Excitation energy:

AE, =E, —E, =E(n -1/2,n, +1/2)—E(n, +1/2,n, —1/2) = SE - SE +0(8%)
n.

f i

: oE :
Janak’s Theorem: poal &, j\> AE; =¢l,,—¢',, +0(0°)




Transition Potential

 Excitation energies can be obtained as orbital energy difference

1/2  -1/2
8j —&

* Remove half an electron, put it back in excited level
o Slater’s transition state

 Relaxations correct to second-order

» Drawback: requires state-by-state calculation

AE) =

Approximation: Half-occupied core hole only (biggest effect)

 Gives density/potential for excited level

* Double basis set: Add large diffuse basis set to excitation
center == more states Now “bring back electron”

e Compute transition moments




XAS: StoBe-deMon DFT code

1 StoBe version: Lars G.M.Pettersson, Stockholm
C) Klaus Hermann, Berlin
| » Determine transition potential i.e. half-occupied
core hole
0 f 1 e Build K-S matrix again in much larger (augmented) basis

Use same orbitals for initial and final states

XAS e Orthogonal transition moments
2
O o« ‘<¢1S ‘r‘ ¢g>
—O—e— e Continuum through convolution (energy dependent)
*—»
——e— Interactions correct but static (”Static Exchange”)
l.e. not self-consistent when adding electron to
h¥ é'1s Pre
", : :
*—0 Relaxation effects: Continuum<Rydberg<Valence

http://w3.rz-berlin.mpg.de/~hermann/StoBe/index.html Triguero et al., Phys. Rev. B 58, 8097 (1998)



Photoionizaion Yield

Example: Gas phase
Pyridine N 1s Spectrum

1. Do Transition Potential (15¥/2) calculation

to define potential and relative energies
—> overall spectrum

2. Compute full core hole for fully relaxed IP

Add relativity (+0.3 eV)
—> overall shift

3. Compute excited states separately for the

lowest excitations (trick) to get relaxation

U

orr | Energy positions 0.4+0.1 eV too low

Also good intensities

e Peak D goes from valence to
valence + Rydberg with relaxation

HF-CI |«  Peak B from vibronic coupling

Assignment and analysis can be made

395 397 399 401 403 405 407 409 411 43 41

Fhaton energy (e C KO|CZ€WSkI et al, JCP 115, 6426 (2001)



Variational H-K Method

Procedure: Determine E;s and p by means of a constrained
energy minimization of the energy functional E[p]
N = total number of particles;
¢[p] is the functional of the density

E[p] = ((I)[p]lT T Vext t VcouI T chl(l)[p]l) 2 EGS
E[p] = Egs

Note that lowest triplet state is also variational in Kohn-Sham

Lowest core-hole state is variational under restriction that core is singly
occupied (AKS)

Adding an electron to core-hole state gives lowest core-excited state

variationally (1s—LUMO)

Removing LUMO from orbital space gives 1s—>LUMO+1 variationally

Removing LUMO+1....

Eventually convergence becomes difficult, but ~5 states/symmetry can be obtained



Differential Relaxation Effects:
Variationally Determined Excited States

395 397 399 401 403 405 407 409 41 43 45
Fhaton energy (e

Kolczewski et al, JCP 115, 6426 (2001)
Takahashi&Pettersson, JCP 121, 10339(2004)

-0.3 eV

-0.4 eV

-0.5eV

-0.5eV

-0.3 eV

DFT Experiment
Peak | Resonance TP A Kohn-Sham| gas phase
IP 406.1 404.5 404.8°
-16
A N 1s™ 400.5 398.4 398.8
1n*(by) 2.1
z B N 1s* 401.2 399.7 400.2
} 2m*(ay) FL.5
H C N 1s? 403.7 401.5 402.0
: o*(a1) 22
D N 1s™ 404.7 402.3 402.6
3*(by) 2.4
» Hohenberg-Kohn theorem uses variational
IIIIIIIII principle (and unigue potential with density)

* AKS IP - restrict to singly occupied 1s
* First excited — add electron to LUMO

» Second excited — remove LUMO, LUMO+1

now lowest etc



Functional Dependence of XPS and XAS

18 molecules with well-established CEBE and term-values (XAS)
9 exchange functionals x 3 correlation functionals

Energy / eV

64 MAX-MIN MAD
.:x\/-.\A 4‘7\ 74 A%

\

AAD

Functional Combination

CEBE deviation from
experiment

Energy Difference / eV

(%)

e
o

o
'

=
(=]

AAD AD

[ARAASAN

---------

3 f& O fl12 f15 18 21 24 {27
Functional Combination

T, deviation from
experiment

1.0

=
oo

=
=3
A

Energy Difference / eV
= =

e
=]

AAD

b T R N N P & o

AD

] e T A A, ety et

B f6  f12 1S 18 21 24 £27
Functional Combination
Differences between

term-values (3 states)
84 excitations

Most of the error due the functionals are associated with the
electron dense inner shell. Cancels for excitation energy
differences and XPS shifts. Calibrate against exp. CEBE

Takahashi and Pettersson JCP 121 (2004) 10339




Spectrum Calculations — Energy Scale

[ Functional dependence

Water clusters: PBE x all ex'chang'e

+ all corr. x PBE [ o \/\J\MJ\/\MM

---------

i f6 O f12 f15 f18 f21 {24 {27
Functional Combination

T, deviation from
experiment

—
L]

=
o

Energy Difference / eV

|

=
(=]

=

bt
-~

=
=3
A

XAS Intensity / Arb. Units

AAD
T O e P o
AD
B e i e

532 536 540 544 548 6 5 a2 s fs G 04

o Differences between
Excitation energy / eV term-values (3 states)

Leetmaa et al., J. Electron Spec. Rel. Phen. 177, 135 (2010). 84 excitations

=
ho

Energy Difference / eV
=

e
=

Takahashi and Pettersson JCP 121 (2004) 10339



Absolute Energy Scale

» Hole-quasiparticle interaction
Included (half-core-hole)

e Full hole-quasiparticle for the

first state. Shifts energy for all ~ Localized Delocalized
on free OH

states (~GW) /

o Full response for the first

state in the energy (~BSE) \

» Higher states delocalized

_ _ 535 540 545
* No arbitrary shifts Energy (eV)

Nilsson et.al. J. El. Spec. Rel. Phen. 177, 99 (2010)



Chenetal., PRL 105, 017802 (2010)

HCH
|CE XAS Shifted Chen ---------

EXD e—

| | |
532 535 538 541 544

Excitation energy / eV

Chen et al. spectrum shifted to have onset
as in experiment (and HCH)

GS DOS on same energy scale

Pettersson & Nilsson, PRL submitted

COHSEX calculations on CPMD
structures

O-O rdf overstructured compared to
Soper ND data (2000)

Pseudopotential — no energy scale
Static full core-hole

Post-edge in ice at lower energy than
in liquid model.

Difference between ice and liquid not
reproduced

Large shift in intensity from GS DOS:
Experimentally no excitonic effects in
post-edge region — only in pre-edge



Potential Energy Surface of Water
Molecule

12

ARV AVAVA Y >
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Fig. 2. The Ols X-ray absorplion spectrum of molecular water
as measured by the partial Auger electron vield. The assign-

ts of the orbitals into which the lect i ited :
Ground State Ef:nséfﬂcﬁraégj}fpﬁ;?g;ch cote election is excited are




Build up Franck-Condon Profile:
XAS as Position Measurement

— G With classical dynamics only a fraction of real
— surface probed
] O"?O C?.U @ O Experiment
: symmetric stretch asymmetric stretch bend
water - gasphase exp. XAS
_ \ Mikael Leetmaa: I will probe gesphese R E=
- = . FC profile computing 8000
spectra.....”
- — c]ass?cal, gas phame H
e classical, liquid phase 2
008 - -== quantum, gas !:]h::;ﬁe 5
0.06 é‘ «
80 o0 Iﬂ(‘lemrm (degees: 10 120 130

H.A. Sterne and B.J. Bern, J.

Chem' Phys' 115 (2001) 7622 5305315325I335I345$55‘365575;85395405;«15;25;35;4545

Excitation energy / eV


http://www.lsbu.ac.uk/water/vibrj.html

Build up Franck-Condon Profile:
XAS as Position Measurement

| —wwmmme | With classical dynamics only a fraction of real
st [ | | surface probed
] %@& QAO Experiment
: symmetric stretch asymmetric stretch bend
i} water - gasphase exp. XAS
i No way! More Important Things——————— gasphase L exp —
o to.do!
(X 1J.| e
g (A)
—_ c]ass?cal, gas pham ﬂ
e classical, liquid phase L
008 - -== quantum, gas !:]h::me S
By (degrees) h

H'A' Sterne and B'J' Bern’ J' Chem' Phys' 115 (2001) 7622 5305315325I335I345555‘365575;85;95“105:415;425‘435I44545

Excitation energy / eV


http://www.lsbu.ac.uk/water/vibrj.html

Gas Phase H,O: Build up Franck-Condon Profile
« Sampling ZPE distribution (3D)

= FC profile e
. XAS position measurement N5

W,

X NN A Y O
DSRELLLLAN

Energy / oy

£

1 spectrum, 0.2 eV fwhm Y

£
< ~\~8000 spectra AKS+ ACEBE 1s—>4a,
b S
2| N
=  ~8000 spectra AKS+ fixed GS
3 WYX/ T 3
7
| | | | | : U%S
532 534 536 538 540 542 -~ os
Excitation energy / eV 0 o ‘1}
o

Franck-Condon profile perfect; uncertainty in ZPE “’ro,g% P o

Leetmaa et al., J. Electron Spec. Rel. Phen. 177, 135 (2010).  Ground state

>




XAS Intensity / Arb. Units

Sampling Internal OH In Ice

1 1

Centroid

1442 spectra

| 1 1

Bead

1326 spectra

535 538 541

Excitation energy / eV

544 535 538 541
Excitation energy / eV

Ice Ih — sampling structures from PIMD; 39 molecules

Leetmaa et al., J.EI.Spec.Rel.Phen. 177, 135 (2010)

544



Calibrate Cluster XAS Calculations

StoBe —— .‘.’ X SEY
E ‘é TEY
=] -
- £
ol -
— =
< 2
—_ ‘& T ———
3" E ‘-—/""-h"/_
.5 'E
ﬁ w ———
—_ \/
W
<
>

530 535 540 545 550 555 560 565 570

Excitation energy / eV

535 538 541 544 GPAW vs two different measured
Excitation energy / eV ice spectra. Higher resonances excellent
Compare grid-based periodic (GPAW) Redistribution of intensity in main region

2x2x2 k-points with cluster model
(StoBe) 39 waters

Sum of 174 spectra from PIMD Structure in experiment different?
Excellent agreement! Semi-local correlations important?

Leetmaa et al., J. Electron Spec. Rel. Phen. 177, 135 (2010).



Double-Basis Set Technique

Occupied density well-described by molecular (Gaussian)
basis set

For excited states a much more diffuse and extended basis
IS needed to describe Rydberg and unbound states
Determine molecular ion density using molecular basis
Add large, diffuse augmentation basis and rebuild KS
Diagonalize once to get excited states in half-core-hole
potential

Increase augmentation to improve sampling of continuum

Continuum functions incorrectly described by Gaussians
Description valid to 10-20 eV beyond the edge (slow oscillations)



Convergence with augmentation

XAS Intensity / Arb. Units

il

lllul\

|

535 540 545

Excitation energy / eV

Augmentation basis on oxygen

550

Broaden up to 4.5 eV

~150 functions

555

560

basls

XAS Intensity / Arb. Units

L1/

535 540 545 550 555 560
Excitation energy / eV

Augmentation basis on oxygen
plus 11 more + 35 with limited basis
Broaden up to 4.5 eV; ~2000 fctns




Comparison to Complex Polarization
Operator (CCSD)

_ Experiment CH -CHF Experiment
2,0-_ CFz CHz —— StoBe 5,0 2 StoBe
1,8 ———CCsD 45, ——CCSD
1,6 4,0-
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z ] = ]
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_ Energy. eV
’ ! CHF'CFQ experiment 17 - -
4 ki CF -CF experiment
8- obe ] 2 2 StoBe
i N . i ——CCSD
= 6
i =84
25 =
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S E
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2
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X-ray Emission Spectroscopy (XES)




Intensity (arb. units)

Resonantly Excited Chemisorbed N,

vy ey iy il 2
(FID-E' M)(M|D-E|G)
o ho — (Em — Ep) + iy

Rrixs(o', @) Z

F

o  Nu/Ni(100) I B e

FROZEN ORBITAL CALCULATION

--------- Inner N
—— Quter N

Fohlisch et al., Phys. Rev. B 61, 16229 (2000)

5(%60 — ko + Eg — EF)

Typically the intermediate state
enters and when more than one
you get interference effects

For chemisorbed molecules the

excited electron delocalizes and
only one intermediate electronic
state important

Vibrations can still be important
for light atoms

Compute transition for ground
state orbitals



Glycinate/Cu(110)

o 3-layer slab

» 2 glycines/cell

 Optimize first layer plus
adsorbate

» Two short distances:
N-H - O-C 1.96 A
C-H - 0O-C 2.16 A




Hydrogen bonding in glycine

j:L@ &
}o— ..'-:ll b O
D ¥ S
5 .09

Introduce H-bond
XAS: Unoccupied = Effects on donor
XES: Occupied = Effects on acceptor

Nyberg et al, JCP 119, 12577 (2003).

N Kedge XAS
experiment

400 410 420
P hoton Enengyialy

T RRanzaaas T
400 410 430
Phoion EnsrgylelS

O Kedge XES

—— 1 glycine

| 2 glycine

experiment

T
20 10 o
Binding Energy/a\f

theory
i

30

20
Binding Enargy/a\f

|

H-bond seen in spectra and calculation



Interference Effects

(f|Dky n><n\DN,\i>2

@) 22 (E, —E, )+il

f|n @O —

o Example: H-bonded water

e Z+1 approximation : H,0 —
e H,F* strong H-donor

» Potential curve changes

» Wave packet propagation

e Number of involved intermediate
vibrational states contributing to o’
depends on life-time broadening I

* Interference effects

o Core-hole life-time (O 1s) 3-4 fs

e [mportant for light atoms

Pettersson, Nature Chem. 5, 553 (2013)



Kramers-Heisenberg

2 Intermediate state

fIDL. In¥Nn|D,, |1 2013
oy 515 DI D )
o) —(En _Ef)+lr 20185 g CH state
E -2014
- g -2014.5
Core-hole induced "
dynamics on the o
3-4 fs time-scale 20185 e ol.a I1 12 1l.4 1I.6 1.8 .12 22
OH distance [Angstrom]
Lone pair state
-2539
25395 [ l.p. state
E -2540 |
E -2540.5
,-r_ﬁ}_ -2541 | ——~—_
. -2541.5 ' . ! L ' L
Water dimer 1-D as model po o1 e e e e e

OH distance [Angstrom]

Wave packet propagation

Ljungberg et al., J. Chem. Phys. 134, 044513 (2011)



Intensity [arb. units]

Vibrational Interference

ooy = 33 L Pen D ) « Maximum interference:
|5 o' —\E, —E; J+i[ ] ] ]
no influence of intermediate
KHT =0.18 eV state
no interference -------- ii x0.5
maximum interference -
3a, . 1oy  No interference: resolved

vibrational transitions + shift
to lower emission energy of
1b,

e Intermediate case:
asymmetric broadening

==« Dissociation NOT giving

524 525 526 527 52

Energy [eV] spectrum

Ljungberg et al., J. Chem. Phys. 134, 044513 (2011)



Core-Induced Dynamics — Zero-point Energy

Quantum wave packet

Classical dynamics
Quantum initial cond.

Classical dynamics
Sample QM OH position

Classical dynamics
Classical initial cond. | .

0.8 1 1.2 1.4 1.6 1.8 2 2.2




Semiclassical Approximation
Non-resonant K-H

Need reliable technique to compute XES including life-time
vibrational interference for large clusters with many degrees
of freedom

Full wave-packet

o treat the nuclear degrees of freedom in the time domain
 sum over classical trajectories with OM initial conditions

2 QM initial conc
O_class (a)’) _ Z Z‘D;class (CO’)
traj F
* approximate nuclear Hamiltonians with corresponding energies
- ~i[(Ee(-En(hdr QM OH distribution
D;class (a)’) _ J‘dtDIGI (0) DIIZT\J (t)e 0 g Ttg-iot
0

Sample structure model w1 12 4 8w 2w
Sample QM O-H and momentum distributions Classical thermal

for the two hydrogens distribution in g, and p
Run trajectories and sum to get one spectrum

Sample many to get spectrum for the model... _
Ljungberg et al., PRB 82, 245115 (2010)



Semiclassical Approximation
Non-resonant K-H

Need reliable technique to compute XES including life-ti
vibrational interference for large clusters with many degr:
of freedom

o treat the nuclear degrees of freedom in the time domain
 sum over classical trajiectories with OM initial conditior

O_class (CO’) _ Z Z‘D;class (CO’) 2

traj F
* approximate nuclear Hamiltonians with corresponding ¢

t
-i (Er (r)-Ey (e))dz

D;class (Ct)’) — J‘dtD[\:l (0) Dl’:}f\l (t)e 0 e—Ft'e—ia)
0

Sample structure model

Sample QM O-H and momentum distributions
for the two hydrogens

Run trajectories and sum to get one spectrum
Sample many to get spectrum for the model...

T I||||
J
-\.: .: J - I

i

Fy N

» Classical
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Emission energy [eV]
400 trajectories

Ljungberg et al., PRB 82, 245115 (2010)
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